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“The first step toward maintaining autonomy in any programmed 
environment is to be aware that there's programming going on. It's as simple 
as understanding the commercials are there to help sell things. And that TV 

shows are there to sell commercials, and so on.” — Douglas Rushkoff 

A.I. & Agency: Because You Liked… 
Bob was a surly prisoner. You might be 
surly yourself had you been incarcerated 
in the state penitentiary for 37 years for a 
crime you did not commit. Bob was 
frequently punished with stints in solitary 
confinement and not allowed television or 
even newspaper privileges. And certainly, 
no internet. As a result, when he was 
finally exonerated and released in 2025, he 
was a bit naive in many ways. Financially 
secure because of the payment he received 
from his state’s wrongful incarceration 
compensation fund, he spends most days 
sitting in front of a screen with a cold beer 
trying to catch up on movies and politics.  

Given his naiveté, when Bob goes to 
Google, Netflix, YouTube, TikTok, or many 
other online sites or services, he is 
unaware that the offerings that appear on 
the screen are usually provided by 
Recommender Systems (RSs). RSs, as 
defined by Bonicalzi et al, are “algorithms 
based on artificial intelligence (AI)—
mostly on machine learning techniques—
that support user-tailored decision-
making by providing suggestions out of a 
wider catalog, i.e., about news, videos, 
advertisements, or exercises, based on the 

users’ or like-minded users’ past choices 
or personal information.” 

Bob doesn’t have a personal user history 
or a cohort of like-minded users, having 
spent nearly all the internet revolution 
incarcerated. Frankly, he is largely a blank 
slate. Nonetheless, he is offered a constant 
stream of recommendations on whatever 
online platform he is engaging with. So 
how are the RSs determining what Bob 
should watch next? What are their goals 
for his online experience? What are the 
RSs’ overall aims and intentions? Are 
those easily accessible and clear to Bob? 
How much freedom does he truly have to 
shape his online experience? And, given 
that the RSs feeds choose an endless 
stream of options for Bob’s selection, how 
much agency does he really have in 
forming his views and opinions? 



 

Case Study – A.I. & Agency: Because You Liked…   Page 2 of 6 

CASE STUDY

In this case study and following 
discussion questions, the focus is not only 
on agency, but also on another “A” word—
autonomy. These two concepts are closely 
related and both impacted by RSs. One 
source1 defines “autonomy” as “the 
inherent right and capacity to make 
choices impacting one’s life, free from 
external interference,” and “agency” as the 
ability to act on those choices, set goals, 
and influence outcomes.” RSs impact both 
autonomy and agency, usually in similar 

fashion. People who are unknowingly 
manipulated by RSs suffer damage to both 
their ability (agency) and their capacity 
(autonomy) to make fully-informed 
choices regarding their beliefs and their 
life’s path. 

Case study written by: 

Robert Prentice, J.D. 
Department of Business, Government and Society 
McCombs School of Business 
The University of Texas at Austin 

Discussion Questions 

1. Do RS designers owe a duty to act ethically when designing their algorithms?  Why 
or why not? 

 

2. According to Bonicalzi and colleagues, RSs have been associated with ethical 
concerns in the following areas, among others: 

• Tracking and monitoring of users’ data  
• Diffusion of inappropriate content 
• Breach of privacy and data protection laws, extending to the selling of 

personal information to third parties 
• Opacity in how recommendations are generated due to the complexity or even 

secrecy of the underlying mathematical models, with the connected problem 
of accountability 

• Lack of fairness and biases in how data is sampled and used to shape 
recommendation 

Do these make sense to you? Can you think of examples fitting these categories? Can 
you think of other areas of concern that RS designers should keep in mind? Have you 
had any personal experiences with RSs that concerned you? 

https://www.mentalhealthwellnessmhw.com/blog/agency-and-autonomy
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3. Another area of especial concern relates to personal autonomy. Professor Sahebi and 
Formosa believe that “autonomy is broadly a matter of developing autonomy 
competencies, having authentic ends and control over key aspects of your life, and 
not being manipulated, coerced, and controlled by others.” According to these 
authors, “[a]utonomy competences are those skills, capacities, and powers that agents 
need to be able to act autonomously, such as the ability to reason and critically reflect 
on their values, imagine different alternatives, develop a conception of the good, and 
regard themselves as self-directing agents worthy of respect.” Do these formulations 
sound reasonable to you? Why or why not? Can you think of a better definition of 
“autonomy”? 

 

4. Luciano Floridi and other experts as part of the “AI4People” project that attempts to 
envision how to make an AI world human-friendly, concluded that autonomy should 
be a basic principle of AI ethics, just as it is of bioethics, and that enhancing human 
agency should be a key focus of AI development. Do you agree? Why or why not? 

 

5. Might the sort of beliefs Bob will choose to hold and the type of person he will be in 
a year depend on whether the RSs send him to political videos from Fox News rather 
than from MSNBC (or vice versa)?  Or to movies like Nickel Boys and The Zone of 
Interest (#1 and #2 on IndieWire’s 2025 list of the best movies of the 2020s) or 
Skinamarink (Flicknerd’s worst horror movie of the decade)? Explain your reasoning. 

 

6. Should RS designers’ primary (or perhaps exclusive) goal be to achieve accuracy? That 
is, to as accurately as possible recommend what Bob or like-minded users would 
most like to watch? Rodriguez and Watkins, for example, believe that accuracy should 
not be the sole criterion and suggest that Bob should be protected from inappropriate 
or harmful content. What do you think the RS designer’s primary goal should be?  

 

7. Will Bob be able to exercise autonomy if an RS takes him to a source which is 
spouting conspiracy theories that, for example, maintain that people of Bob’s race are 
inherently inferior? Professors Sahebi and Formosa believe that people “may lack 
autonomy if their practical identity is the result of false beliefs.” What do you think? 
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8. Sahebi and Formosa observe:  

“it is worth noting that the interest of social media companies is not to ensure 
that its users are provided with diverse viewpoints, political ideologies, or 
news. Their interest lies in ensuring they can maintain the attention of users 
to generate revenues through advertising and other means by showing users 
what they want to see or will cause them outrage. This is how harmful echo 
chambers are formed.”  

Do you agree with this? What are your answer’s implications for autonomy? 

 

9. Tang and Winoto suggest the following scenario: 
 

A household of four including parents Alex and Mary, 15-year-old Chloe, and 
12-year-old John have subscribed to an online movie rental service, for 
example Netflix, for over 2 years. Occasionally, the family receives 
recommendations from its highly successful and profitable personalized 
recommendation service (known as Cinematch in Netflix) based on the 
family’s rental history. Alex and Mary enjoy war and action movies (giving 
high ratings to movies such as Schindler’s List and the Bourne series); 
therefore two movies, The Kite Runner and Mission Impossible 4: Ghost 
Protocol, are among the recommended items. However, both these movies 
should not be recommended without warnings to this account, as they are not 
appropriate for the two children John and Chloe in this household. From the 
system’s perspective, both movies will be favored by this user (a collective 
account): they are algorithmically appropriate but not ethically appropriate 
(both The Kite Runner and MI4 are listed in the Internet Movie Database 
(IMDB) as ‘PG-13’; The Kite Runner contains a child rape which is especially 
inappropriate for young children). So, should the recommender system (RS) 
make the suggestions or not? 

How do you answer the question Tang and Winoto pose? Are you more, or less, 
concerned about children’s autonomy compared to that of adults? Explain. 
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