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“Transparency isn’t just an important ideal. 
It is essential to AI accountability.”           

— Marietje Schaake 

A.I. & Transparency: An Epic Deception 
Sepsis occurs when pathogenic 
microorganisms or their toxins invade a 
person’s body. The victim’s immune 
system’s response to such an invasion can 
cause tissue damage, organ failure, and 
death. Sepsis is the leading cause of death 
in U.S. hospitals. Because timely 
treatment with antibiotics and 
intravenous fluids have been shown to 
reduce sepsis-caused mortality, it is very 
important to accurately predict the risk of 
sepsis onset as soon as possible. In recent 
years, many companies have attempted to 
use artificial intelligence (AI) models to 
make such early predictions. 

Epic, a U.S.-based company with access to 
health records of more than 250 million 
people became the early industry leader. It 
released its Epic Sepsis Model (ESM) in 
2017. Hospitals supposedly could use ESM 
with their existing health records, saving 
time and money.  

Hundreds of hospitals adopted ESM and 
the company widely touted its adoption 
rate. If so many hospitals are adopting it, 
the AI model must be awesome, right? 
Well, maybe. What Epic did not do was 
release results of any peer-reviewed 
studies demonstrating the model’s 

accuracy. Indeed, as is often the case with 
new technology, Epic claimed that its 
model was a proprietary trade secret, 
which prevented independent researchers 
from testing the model’s accuracy. 

It turns out that rate of adoption was not 
predictive of the model’s accuracy, which 
should not be surprising given that it was 
eventually disclosed that Epic paid 
various hospitals up to $1 million each to 
adopt ESM.  

Although Epic claimed an accuracy rate of 
between 76% and 83% for ESM, the first 
full-fledged independent study which was 
made possible by the researchers having 
access to the records of a hospital using 
EMR, found an accuracy rate of only 63%. 
This is not a lot better than the flip of a 
coin, point out AI skeptics Arvind 
Narayanan and Sayash Kapoor. 
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Furthermore, ESM recognized only 7% of 
sepsis cases missed by clinicians.  

This study prompted an editorial by Drs. 
Habib, Lin, and Grant, who opined that 
“the ‘black box’ nature of these future 
machine learning tools” requires special 
caution by health systems choosing to rely 
on them. Because only Epic (and perhaps 
not even Epic) could understand why 
ESM was making the decisions it was 
making, detecting errors and minimizing 
them might be nearly impossible.  

Eventually, after ESM had been in use for 
several years, it overhauled its algorithm, 
urging users to train the algorithm on 

their own particular patient data. “After 
years of insisting that a plug-and-play 
model could save lives, Epic had walked 
back on its claims.” (Narayanan & Kapoor). 

In 2024, a different company received the 
FDA’s first-ever clearance for an AI sepsis 
detection tool. 

Case study written by: 
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Discussion Questions 

1. Do you think that the “black box” nature of Epic’s proprietary algorithms contributed 
to the delay in independent researchers being able to adequately test Epic’s inaccurate 
(it turns out) claims for ESM’s accuracy? Explain. 

 
 

2. Should Epic have had to disclose the payments it was making to hospitals to adopt 
ESM? If so, why? If not, why not? Why would that have been relevant information 
for potential adopters of ESM? 
 
 

3. Studies show that although most people are honest most of the time even when they 
are not being monitored, they are more likely to lie and cheat when not being 
watched. (Redish, p. 71). Do you think the same is true of companies like Epic? 
Explain. 
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4. Would open AI (also known as explainable AI) generally be preferable to black box AI 
(also known as opaque AI)? Would a proprietary black box approach be preferable 
because its potential profits would provide more effective incentives to entrepreneurs 
and investors? Explain your reasoning. 
 

 
5. In areas like health care where people’s welfare is directly affected by the AI, as the 

patients were by Epic’s ESM, should open or explainable AI be required? Why or 
why not? 
 
 

6. Epic’s algorithms were opaque because Epic protected them as proprietary trade 
secrets. But sometimes algorithms, such as those produced by large language models 
(LLMs) that are trained on hundreds of billions of text samples, are opaque because 
their sheer complexity makes it impossible to explain the LLM’s answers or its 
decision-making processes. Can transparency ever be achieved in this setting? What 
do we risk as users and consumers of such AI technology, if transparency cannot be 
achieved? 
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